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ARISA – Artificial Intelligence Skills Alliance

• ARISA delivers a strategic approach to sectoral cooperation on the development of 
Artificial Intelligence (AI) skills in Europe. The project provides AI knowledge and skills 
helping people understand and use AI technology in business and policy contexts, taking 
into account privacy, bias, and trust.

• ARISA is a four-year transnational project funded under the Erasmus+ programme. The 
project has 18 partners and 28 associated partners.

ARISA fast-tracks the upskilling and reskilling of employees, job seekers, business leaders, 
and policymakers into AI-related professions to open Europe to new business opportunities.

2022/2023
Needs Analysis and a European 

Strategy for AI skills development

2023/2024
AI skills curricula & learning programmes, 

certification methods & framework

2024/2025+
Learning programmes & courses piloting 
and further uptake of the ARISA results
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Today’s speakers

Julien Chasserieau
Associate Director for AI and Data Policy, 

DIGITALEUROPE

Joris Krijger
AI & Ethics Officer, de Volksbank

Cornelia Kutterer
Managing Director, Considerati & Senior 
Research Fellow at the Multidisciplinary 

Institute in Artificial Intelligence (Chair of AI 
Regulation), University of Grenoble-Alpes

Julien analyses AI and data economy policies 
at EU level and leads advocacy campaigns for 
the tech industry. He has worked on AI policy 

since 2019.

He works with a wide range of industry 
stakeholders as well as institutional and 

academia partners, including the 110 
companies and 40 national trade associations 

members of DIGITALEUROPE.

Joris is an Ethics & AI Officer at de Volksbank
while also holding a PhD at the Erasmus 

University in Rotterdam, focusing on AI ethics.

He presently works on bridging the gap 
between ethical principles and AI by studying 

the operationalisation of ethics in data science 
contexts. He is part of the editorial board of 

Springer Nature’s AI and Ethics Journal. For his 
contributions to the field of responsible AI he 

received a Graduate School Award for PhD 
Excellence.

Cornelia leads Considerati in Belgium, provides legal 
and AI governance services, and researches AI 
regulation as a Senior Research Fellow at the 

University of Grenoble. She is a tech law expert, IAPP 
board member, and part of the OECD AI network. She 
advises Safer.AI and was a lead at Microsoft Europe 

in tech policy. Her background includes roles in 
European consumer law and early experience in legal 

institutions. She holds law degrees from Hamburg 
and Strathclyde Universities.
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Agenda

13:30 – 13:35
Welcome & Introduction
Jose Martinez-Usero, Projects Director & Niels Selling, Senior Research & Innovation Manager,  
DIGITALEUROPE

13:35 – 14:35
European AI policies and their impact on AI Use and Innovation
Julien Chasserieau, Associate Director for AI and Data Policy, DIGITALEUROPE

14:35 – 14:45 Coffee break

14:45 – 15:45
AI Governance: Ensuring Responsible Deployment
Joris Krijger, AI & Ethics Officer, de Volksbank

15:45 – 16:00 Coffee break

16:00 – 17:00
Charting the Future – Exploring compliance readiness, safety innovation and open legal questions
Cornelia Kutterer, Managing Director, Considerati
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• AI initiatives at a glance

AI Act

Product Liability Directive / 
AI Liability Directive

New Legislative Framework 
Product safety laws

EU AI innovation strategy

European initiatives

Council of Europe 
Framework on AI, Human 
Rights, Democracy and the 
Rule of Law

G7 Hiroshima process 
(for GPAI models)

UN AI Advisory Body Report

Global initiatives
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Banned in the EU

Subject to 
specific rules

Status quo
Codes of conduct possible

Subject to 
transparency rules

▪ Social scoring
▪ Mass surveillance
▪ etc.

▪ Recruitment
▪ Access to credit, insurance
▪ etc.

▪ Generative AI
▪ Emotion recognition
▪ etc.

Unacceptable Risk

High Risk

Limited Risk

Minimal Risk

• The AI Act risk-based approach
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What makes a software 
an AI system?

A machine-based system

Designed to operate with varying levels of autonomy,

That may exhibit adaptiveness after deployment

And that, for explicit or implicit objectives,

Infers, from input, how to generate outputs – predictions, 
content, recommendations or decisions

That can influence physical or virtual environments.

• AI definition 
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• Key exemptions from scope

National security 
and defence

AI used for scientific 
research

Free and open-source 
software

Transparency obligations 
still apply.

Unless placed or put into 
service as forbidden or high-

risk AI system. 

Member States can keep 
and create laws more 
favourable to workers. 
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• Providers vs deployers

Provider Deployer

A person, company or 
organisation…

That develops an AI 
system or GPAI model

Or has them developed 
and places them on the 

market

A person, company or 
organisation…

That uses an AI system 
under its authority.

Or puts the AI system into 
service under its own name 

or trademark.
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• Requirements for high-risk AI

Risk Management System  

Data Governance  

Technical Documentation  

Record Keeping 

Transparency  

Human Oversight  

Robustness, Accuracy & 
Cybersecurity

Depending on risk level, 
GPAI models have different 

additional requirements

Additional transparency rules 
for AI that directly interacts with 

people or artificially 
manipulate/generate content
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Conformity assessments

Inform & cooperate with competent authorities

Develop a quality management system

Develop post-market monitoring systems 

Report serious incidents & malfunctioning

Feed relevant input, monitor operations & keep logs 

P
ro

vi
d

e
rs

D
e

p
lo

ye
rs

Share necessary info and provide technical access to deployers  

• Obligations for providers & deployers of high-risk AI systems
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• Obligations for deployers of high-risk AI systems who are public authorities

Public authorities, EU institutions, and those acting on their behalf, 
must register themselves and the use of the AI system in an EU database.

Before deployment, public authorities and entities providing public services 
(banks, insurance), must conduct a Fundamental Rights Impact assessment,
including a description of:

Processes and use of the 
AI system

Time period of usage and 
frequency

Affected natural persons

Likely specific harms

Human oversight measures 

Risk mitigation measures 
(including internal 

governance)

Then notify the market 
surveillance authorities of 

results via template,
provided by AI Office.
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Ex-ante

Ex-post

• AI Act compliance cycle

High-risk AI system 
in scope

Conformity assessment to 
ensure compliance with 

high-risk AI requirements 

Compliance & paperwork

Declaration of conformity, CE 
marking, EU database 

registration, etc.

Placing on the market 
of the AI system

AI system in scope but already on the 
market before data of application of AI Act

Continuous monitoring & 
market surveillance 

during AI system lifecycleAny substantial 
modifications?
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• AI Act standardisation

European Commission sent standardisation request to CEN-CENELEC.
Within CEN-CENELEC JTC 21, bottom-up process, led by experts within 
national standardisation bodies. 

Using standards = presumption of conformity with AI Act requirements. 
This means easier compliance for organisations.  

Using international standards but complementing with home-grown ones 
for value-based norms. 

Deadline for deliverables: 30 April 2025 (likely delayed).
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AI regulatory sandboxes

• To facilitate development and testing of AI 
under regulatory oversight.

• + to share best practices and make regulatory 
learning.

• Operational 24 months after entry into force. 

• Provides written proof of activities 
undertaken and exit report which can be used 
to demonstrate compliance  
(≠ presumption of conformity). 

Support to small providers & users

• Priority access to sandboxes.

• Fee reduction for 3rd-party conformity 
assessments.

• Potential dedicated contact channels to 
answer questions on implementation.

Sandboxes are mandatory 
but can be established jointly 

with other Member States.

• Measures to support innovation
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• Sandboxes in practice

Spain introduces first AI Regulatory Sandbox
• Cooperation between AI systems providers and deployers

• Test against requirements of the AI Act

Budget of €4.3 million over three years
• Funding from EU Recovery and Resilience Funds

• Linkin with Spanish National AI Strategy

Leading role in promoting innovation in AI
• Reporting of best practices, etc.

• Guidelines for European Commission

• AI advisory committee

Countries to watch

Denmark – Regulatory Sandbox
• Budget of €2.2 million (2024-2027)
• Judicial Counseling for AI Act & GDPR
• Deadline for application: 21 May 2024

Belgium – Sandbox Vlaanderen
• Not exclusive to AI – allows tests and 

experimentations

France – CNIL (data protection authority)
• Pilot AI sandbox: 8 projects to be tested
• Follows EdTech & digital health sandboxes

https://digst.dk/nyheder/nyhedsarkiv/2024/februar/regeringen-har-indgaaet-aftale-om-en-digitaliseringsstrategi-for-danmark/
https://www.vlaanderen.be/digitaal-vlaanderen/onze-oplossingen/sandbox-vlaanderen-ruimte-voor-innovatie-en-experiment
https://www.cnil.fr/fr/bac-sable-intelligence-artificielle-et-services-publics-la-cnil-accompagne-8-projets-innovants
https://www.cnil.fr/en/digital-health-and-edtech-cnil-publishes-results-its-first-sandboxes
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• National implementation for high-risk AI systems

Notifying authority to select conformity assessment bodies 
to test compliance with the rules before the AI is used.

Member states must designate as national competent authorities at least one:

Need to be independent and have adequate technical, financial & human resources.

For GPAI models, enforcement 
is at EU level via AI Office

Market surveillance authority to test compliance during the AI lifecycle. 
If several authorities, one single point of contact must be chosen.
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• Other implementation activities

Build regulatory sandboxes

Coordinate with other horizontal & sectoral authorities

Monitor and report status of implementation to Commission

Appoint representatives to AI Board and Commission expert group 
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• Getting involved

Provide input on upcoming guidelines developed with AI Office

• Codes of practice

• Codes of conduct

• Implementing / Delegated Acts

Support standardisation process via national bodies

Provide education & training – internally and externally

Promoting Research & Development of trustworthy AI

Document and classify internal use of AI
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AI Act enters 
into force

Bans apply GPAI models 
rules apply 

High-risk rules 
apply for 
Annex III 

MID-2026MID-2024 EARLY 2025 MID-2025

High-risk rules 
apply for 

Annex I (NLF) 

MID-2027

AI Act provisional timeline

Product safety laws:

Toys, machinery, 
medical devices, etc.

Use categories:

Education, justice, biometrics, 
access to public services, etc.  

National 
authorities 
designated



22

More trust in AI

Higher AI uptake
by citizens and consumers

Regulatory burden

High compliance costs 
and paperwork

Compliance could cost €1.5 billion 
to the EU economy in 2025*

*supporting study to the AI Act impact assessment (2021, Commission)

AI Act can act as trust “label” 
to stand out from competitors

• Impact on the ecosystem

Resource allocation

High investment needed 
from public sector

Member States will need to invest 
resources in skills, training staff and 

capability building

https://digital-strategy.ec.europa.eu/en/library/study-supporting-impact-assessment-ai-regulation
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Compliance with the AI Act could cost around 

for an SME selling an AI system in the EU

Based on 2021 estimate from the Commission-supported study for the AI Act impact assessment, for a 50-employee SME, during the first year of compliance.

https://digital-strategy.ec.europa.eu/en/library/study-supporting-impact-assessment-ai-regulation
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• Liability framework for AI

Product Liability Directive updated, to apply from end 2026.

Scope includes digital manufacturing files and software, 
including AI.

Directives need  be transposed by 
Member States into national law.

Ongoing discussions on need for additional AI Liability Directive, 
specifically for AI systems, with link to AI Act. 

Directive sets EU-harmonised producer liability for damage 
caused by defective products.

Compensation covers material and non-material losses.
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• 2024 EU strategy to boost AI startups and innovation

“AI factories”: computing for 
AI model development

Support to European LLMs 
with high-quality data in 

all EU languages

Launch GenAI4EU strategy
to stimulate genAI uptake

Support genAI talent pool 
with financial tools

€3 billion public funding
to harness potential 
of LLMs and genAI

Financial instruments for  
European AI startups

AI & robotics strategy 
expected in 2025
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Q&A session

Feel free to take the floor!

Please use the “raise hand” feature



www.aiskills.eu

Funded by the European Union. Views and opinions expressed are however those of the author(s) only and do not necessarily reflect those of the European Union or the 
European Education and Culture Executive Agency (EACEA). Neither the European Union nor EACEA can be held responsible for them.

Responsible AI in Practice

Joris Krijger
Ethics & AI Officer | De Volksbank
PhD Ethics & AI | Erasmus University Rotterdam

https://www.arisa.eu/
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• Agenda 

1. Understanding Responsible AI

2. Challenges for Current Frameworks

3. AI Ethics as Organizational Challenge
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Understanding Responsible AI
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• AI Impact
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AI Impact

In advanced economies 60% of 
jobs will be affected by AI.

Roughly 30% will be 
complimentary, enhancing 
productivity. The other 30% 
will be automation, ultimately 
replacing jobs humans are 
currently doing.
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• Ethics

Henrik Skaug Sætr, 2023



33

• Ethics

Henrik Skaug Sætr, 2023
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• Frameworks
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• VSD
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• RAI

IBM AI Adoption Index 2022 
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• RAI

IBM AI Adoption Index 20223
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Challenges for Current 
Frameworks
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• AI Ethics Challenges

● Limited empirical success  (McNamara, Smith 
and Murphy-Hill, 2018)

● Lack of accountability mechanisms, common 
practices and clear definitions (Mittelstadt, 
2019)

● Malleable to actor agenda (Rudschies et al. 
2021)

● Depoliticized and reductive by focussing on 
specific cases that are often underpinned by 
grander societal dilemmas

● Value conflicts

● Principles are unresponsive to context
● VSD is hard to consistently implement
● Delegation of responsibility to the individual level 

instead of questioning governance and power 
structures.

● Exaggerating the role and influence of ethics?

“[Guidelines] incorrectly portray the reasons why 
unethical technologies are found used in the wild 
today, making them appear like bone fide oversights 
that ethicists might be able to highlight rather than 
intrinsic parts of business models which disregard 
their effects on societies and environments.” (Veale, 
2020) 
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• Value Conflict

“We think ProPublica’s report was based on faulty 
statistics and data analysis, and that the report 
failed to show that the COMPAS itself is racially 
biased, let alone that other risk instruments are 
biased. -- Flores et al. (2016)
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• Value Conflict
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• Compas
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• Value Conflicts I: Operationalization
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• Value Conflict II: Interactions
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Joris Krijger

The major challenges in responsible AI 
will not be technical but ethical in nature, 

requiring an ethical institutional 
infrastructure.
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AI Ethics as Organizational 
Challenge
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• Principles to Practice?

Principles

Organization

Practice

High level principles 

Organizational structures, culture and processes

Value sensitive design of specific AI applications
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• Three Pillars of Value Operationalization

Ethical Codes

Punitive or aspirational ethical codes that 
set principles.

Regulation

Describes the conduct to be avoided and 
prescribes sanctions for those who do not 

take heed

Institutional Reform

Building ethics into the operations and 
decision making of the institution through 

its organizational design.
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• Technical vs. Organizational

Technical

Methods to embed ethics in 

organizational design: designing 

organizations capable of 

identifying, managing and 

mitigating ethical risks. 

Development of practices on 

how to implement ethics in 

structures and processes that 

align with existing procedures 

and interests. Governance and 

ethical decision making of 

residual risks. 

Methods to instill human values 

in technical design. 

Development of methodologies 

and assessments for the 

integration and auditing of 

values in design combined with 

efforts to provide normative 

frameworks for data scientists. 

Organizational 
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• AI Impact
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• AI Impact
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• AI Impact
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• AI Impact
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• AI Impact
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• AI Impact
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• AI Impact

B

A
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LinkedIn: Joris Krijger
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Charting the Future – Exploring 
compliance readiness, safety 
innovation and open legal questions

Cornelia Kutterer, Managing Director, Considerati

https://www.arisa.eu/
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• About

• Tech policy

• Healthcare

• Fintech

Public Affairs

•Privacy, security and data-related 
ccompliance (DPOaaS, DPIAs, 

operational support for privacy 
compliance operations)

•AI Governance services (Risk 
assessment, HRIAs) in collaboration 

with MLOps tooling

•Training

Legal  services: Data & AI compliance

Our Legal and public affairs consultancy

Hybrid
Legal research

Regulatory dialogue / cooperation
Codes of conduct

www.considerati.com
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• Overview

• From Responsible AI Governance Frameworks to Compliance with the AIA

• Navigating the AI Act

• Tools (& procedures): MLOps for compliance

• DPIAs, FRIAs, due diligence & corporate responsibility

RAI as part of corporate responsibility
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• From Responsible AI Governance to Compliance with the AIA

• What business leaders are concerned about

• Risks to reputation with customers, compliance with growing list of regulations, 
making incorrect decisions based on AI, lengthy risk management processes, concerns 
re AI security vulnerabilities, inconsistent approaches managing AI risks across 
organizations

• What is the AI maturity of an organization (degree to which organizations have 
mastered AI-related capabilities in the right combination to achieve high performance 
for customers, shareholders and employees)? 

• How do companies conceptualize the threats that their use of AI pose for individuals, 
groups and the broader society? 

• What substantive benchmarks, management processes and technological solutions do 
they use towards this end?
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• From Responsible AI Governance to Compliance with the AIA

• AI Maturity 

• Responsible AI Maturity Model (RAI MM) are frameworks to help organizations identify 
their current and desired levels of RAI maturity.

• Many RAI MM developed by leading companies

exploring experimenting formalizing optimizing transforming

strategy

data

technologypeople

governance
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• From Responsible AI Governance to Compliance with the AIA

• Responsible AI Governance frameworks, tools and processes 

The dawn of a new practice: cross-disciplinary approach, starting with leadership

Policy frameworks

Bias & Fairness 
Interpretability 
& Explainability

Privacy

Security Robustness Safety

Compliance Risk management

Monitoring & 
feedback

Application & 
business 

understanding

Data 
understanding & 
data governance

Model or System 
development

deployment
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• Navigating the AI Act

• Overview of regulated actors
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• Navigating the AI Act

• timeline

Entry into force 
(Possibly before summer 

2024)

6 Months After

Prohibitions on 
unacceptable risk AI.

12 Months After

GPAI rules go into effect.

MS competent authorities.

Annual review / 
amendments prohibited AI

18 Months After
Commission implementing 

act on post-market 
monitoring.

24 Month After
Obligations listed in Annex 

III, 
MS rules on penalties

Regulatory sandbox, 1/MS.
List of high-risk AI systems.

36 Months After
Obligations for AI intended 

to be used as a safety 
component or the AI is 

itself a product

By The End of 2030
AI systems that are 

components of the large-
scale IT systems such as 
Schengen information 

system
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• Navigating the AI Act

• AI System provider

AI system provider

AI output used in the EU AI Act applies if

Put AI into services, places AI 
on EU market

AI Act applies if

Put AI NOT into services, 
does NOT place AI on EU 

market
AI Act does not apply

Importer, distributor, 
authorised representative, 

manufactorer
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• Navigating the AI Act

• High-risk AI system

Is the AI system a safety component of, or itself
a product covered by the legislation mentioned

in Annex II?

Not a high risk AI system

Is the AI system mentioned in Annex 
III?

High risk AI system
YES

YES

NO

NO

Is one of the following conditions fullfilled?

(a) the AI system is intended to perform a narrow procedural task; 
(b) the AI system is intended to improve the result of a previously completed human 

activity; 
(c) the AI system is intended to detect decision-making patterns or deviations from prior 

decision-making patterns and is not meant to replace or influence the previously
completed human assessment, without proper human review; or 

d) the AI system is intended to perform a preparatory task to an assessment relevant for
the purposes of the use cases listed in Annex III.

NO

Does the AI system profile natural
persons?

YES

YESNO

Document decision, register 
AI system pursuant to article 49(2)
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• Navigating the AI Act

• Obligations of AI system providers

Article 9 to 15

• Risk management system

• Data and data givernance

• Technical documentation 

• Record keeping (logs)

• Transparency and 
instructions for deployers

• Human oversight

• Accuracy, robustness, 
cybersecurity

Article 16

• Indicate name, contact 
address

• Quality management

• Conformity assessment

• Conformity declaration

• Affix CE marking

• Registration

• Corrective action / duty of 
information

• Regulatory cooperation

• Accessibility requirements

Article 17

• Strategy for regulatory 
compliance

• Design, design control and 
verification measures

• Examination, test and 
validation measures

• Technical specification 

• Data management system 
and procedures

• Risk management system

• Post market monitoring 
system

• Serious incident reporting 
procedures

• Communication with 
national authorities

• Resource management

• Accountability framework 
staff responsibility



Deployer

In the EU AI Act applies if 

Not in the EU

AI output used in 
the EU

AI Act applies if

A output not used 
in the EU 

AI Act does not 
apply
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• Navigating the AI Act

• Deployers

Obligations applicable to all deployers
• Appropriate technical & organizational measures to follow instructions for use, ensure competence, training 

etc of human oversight, input data representative for intended purpose, monitoring and reporting of serious 
risks and incidents, keep logs generated, DPIAs, regulatory cooperation 

Additional obligations for specific 
criteria applies

• For workplace AI systems, inform workers’ representative, if public authority register, if post-remote 
biometrics, seek authorization in criminal investigations, if public body, conduct Fundamental Rights Impact 
Assessment, If decision using Annes III, inform individual

Fundamental Rights Impact 
Assessment

• Describe process in which AI system will be used, period of time/frequency, people/groups affected, specific 
harms, human oversight measures, risk mitigation measures, internal governance and complaint mechanism
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All GPAI

Technical documentation 
(incl. Computational 
resources & energy 

consumption 
Open models excluded

Information downstream

Open models excluded

Copyright (policy & 
detailed summary of 

content)

AI Office to develop 
template

GPAI with 
systemic risks

Evaluation of high-impact 
capabilities (at least 10^25 

FLOPs)

AI Office to designate

All obligation from lower 
tier

Risk assessment, incident 
reporting, adequate level 

of security  

SaaS product with 
integrated generative 

AI system

Low risk use: 
transparency 
obligations

High risk use: article 
16 compliance + value 

chain responsibility 
integration 

Value chain responsibilities

Transparency information (low tier 
GPAI + capabilities, technical access 

and other assistance

AI Office to develop model terms
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• Navigating the AI Act

• Challenges with GPAI integration

Model performance

Model robustness

Prompt 
injection

Text embedding

Model fairness / 
interpretability

Hallucinations Training data

Related to state of the art
models that are resilient to adversaries, unusual 

situations, Black Swan events
Detection of malicious use, discover unexpected 

model functionality
Models that safely optimize for hard-to-spcify human 

values

Related to AI Act safeguards:
GPAI rules exclude narrow AI

Models that are not designated as highly capable not 
under the same obligations towards value chain 

despite potential use in sensitive or high-risk use cases

Other legal concerns
Copyright infringement

Data leaks
Disinformation
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• Tools (& procedures) MLOps for compliance

1. Conduct a comprehensive AI audit : Assess your current AI systems and processes to determine how they align with the EU AI Act. Identify 
areas that require changes or enhancements to meet compliance standards.

2. Develop a risk management strategy: For high-risk AI applications, establish a robust risk management framework. Include mechanisms for 
monitoring, reporting, and mitigating risks associated with AI systems. For low-risk applications, maintaining transparency in their operations 
and ensuring the accuracy of the information it processes is still crucial.
Clearly communicate on how the AI functions and the nature of data it handles.

3. Invest in training and awareness: Ensure your staff is well-informed about the EU AI Act and its implications. Regular training sessions can 
help build a compliance-focused culture within the organisation.

4. Engage with AI ethics and compliance experts: Consult AI ethics and compliance experts to navigate the complex regulatory environment 
effectively. They can provide insights into best practices and help you stay ahead of regulatory changes.

5. Foster transparency and accountability: Develop clear policies and procedures for AI transparency and accountability. Maintain detailed 
records of AI decision-making processes and outcomes.

6. Leverage technology for compliance: Use general and AI-specific compliance management software and tools to streamline and automate 
parts of your compliance processes, making them more efficient and less prone to errors.

7. Stay informed and agile: Keep abreast of regulatory updates and be prepared to adapt your AI strategies as the regulatory landscape evolves.
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• Tools (& standards) MLOps for compliance

• Platforms have developed MLOps tools to 
help with implementing and scaling 
responsible AI governance (some open-
sourced)

• Many companies that provide these 
services emerge – still nascent market 

• Deeploy, BreezeML, Lumenova, and many 
others

• Reponsum, OneTrust

ISO standards 42001

Cen Cenelec JTC121 
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Let’s stay in touch

• Visit the ARISA website for a full list of the project’s resources, blog articles, 
interviews with the Alliance members & more: https://aiskills.eu/

• Follow us on social media for regular updates on the project:
LinkedIn: @ARISA – AI Skills
X: @AIskillsEU

• Subscribe to the ARISA bi-monthly newsletter to get the latest news, releases & 
insights from the project delivered to your inbox.

https://aiskills.eu/
https://www.linkedin.com/company/aiskillseu
https://twitter.com/AIskillsEU
https://dashboard.mailerlite.com/forms/214749/71947975708903225/share
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